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Abstract: 

Machine learning has the concept of experiential learning which recognize patterns and make 

accurate predictions of future events. It has been also utilized in various sectors including the health 

sector. Machine learning is used to find the abnormalities at an early stage of various type of 

disease. The various Machine Learning algorithms have been given different types of accuracy for 

the model created for the same data set. For the present study the researcher has used the secondary 

data of breast cancer patients. The exploratory analysis of this dataset has been done and further the 

MLmodel has been created by the Researcher.In this research, the comparative analysis of different 

ML algorithms has been done, for this the machine has been trained and tested by three ML 

algorithms such as Logistic Regression, Support Vector Machine and K-Nearest Neighbour 

Algorithm. The accuracy of the each model has compared. The confusion matrix in this research has 

been used to check the accuracy of the model, and found Support Vector Machine (SVM) is the best 

with higher accuracy for the current data set. For the present study the Python Language and its 

various libraries has been used to create a model.  

 
Key Words: Machine Learning, Python, Breast Cancer, Logistic Regression, Support Vector 

Machine (SVM), K-Nearest Neighbour Algorithms, sklearn, Confusion matrix. 

 

I. INTRODUCTION 

In Breast cancer, the breastcells grows fast which cannot be control. The breast cancer is the most 
common typeof cancer in women and the highest mortality rate. If  a suspicious lump isfound in x-
ray, the doctor normally conducts  a diagnosis todetermine whether it is cancerous and, if so, 
whetherit has spread to other parts of the body or not, and at what stage it is. For the present study 
the breastcancer dataset has been obtained from the University ofWisconsin Hospitals, Madison from 
Dr. William H.Wolberg, USA.At the beginning of the study the attempt has been made to do the 
exploratoryanalysis of the dataset, also checked for weather the dataset is clean. It has found that the 
dataset is clean, so no pre-processing is required. The ‘Diagnosis’ column found as the dependent 
column and rest all as independent columns. By commencing with Train, Test, the three ML models 
created by the researchers. Further the accuracyof the each algorithm has been checked and tried to 
find out the best ML model Algorithm. The Machine learningalgorithmswhich has been used for 
creating the model wereLogistic regression, SVM and KNN. 
 
II. OBJECTIVE OF THE STUDY 

1. To perform the exploratory data analysis of the breast cancer dataset. 
2.  To create the ML model by using Logistic Regression, Support Vector Machine and K-Nearest 
Neighbour Algorithm.  
3. To do the comparative analysis of above model created. 
4. To check the accuracy of the Machine learning model. 
5. To find out best, accurate ML model for breast cancer diagnosis. 
 
III TECHNOLOGY USED 

The Python, which is dynamic programming language is used by the researcher. Also the different 
Python libraries has been used for data visualization, performing statistical operations, analysis, 
creating the model,  such as pandas, numpy, seaborn, matplotlib, sklearn etc bythe researcher. The 
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Machine Learning Algorithms like Logistic Regression, Support Vector Machine and K-Nearest 
Neighbour Algorithm have been used for the present study for creating the model. 
 
IV. RESEARCH METHODOLOGY ADOPTED 

The Secondary data has been used for doing theresearch and it has been taken from the genuine and 
renowned website www.kaggle.com. Breast  cancer dataset has been obtained from the University of 
Wisconsin Hospitals, Madison from Dr. William H.Wolberg, USA. The dataset has  569 rows and 6 
columns. 
 
V. DATA ANALYSIS AND INTERPRETATION 

It has been seen that the cancer dataset has  sixcolumns namely mean_radius, mean_texture, 
mean_perimeter, mean_area, mean_smoothness and diagnosis as shown in Figure. 1. 

 
Figure 1 . Breast Cancer Dataset shown in Dataframe. 

 
Figure 2. The dependent/target column ‘diagnosis’ showingthe two categories and count of each. 

 
Out of 569 there are 357  cancerpositive patients (categorized as ‘1’) and 212 as cancer 
negativepatients (categorized as ‘0’). The dependent column and independent columnsfrom the 
dataset has been identified and assumed that the ‘diagnosis’ asthe dependent (target) column and rest 
columns asindependent column. 
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Graph 1. Correlation between  parameters of the dataset 

Graph 1. Shows the strong correlation between thedependent column ‘diagnosis’ and 
mean_texture,mean_smothness, so researcher further proceed forboxplot to do further exploratory 
analysis to studytheir impact on cancer patients and noncancerouspatients. 

 
Graph 2. Box plot: diagnosis v/s mean_texture 

 
Graph 3. Box plot: diagnosis v/smean_smoothness 

Graph 2 and Graph 3 have been drawn assuming that themean_texture and mean_smoothness are 
playing aimportant role and affecting the values of the dependentcolumn as ‘diagnosis’. We can say 
“lower the value ofmean_texture and/or lower the mean_smoothnestends to be cancerous”. 
 
Later the researcher, proceed further for training the Machine Model and testing the Machine 
Learning Model by 70%, 30% of data respectively by making use of the below ML Algorithms. 
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Algorithms used to Train the Machine and to create the ML Model 

1. Logistic Regression Algorithm 
2. Support Vector Machine Algorithm(SVM) 
3. K-Nearest Neighbor Algorithm ( KNN)  

 

1. Logistic Regression 

 
Figure 3. Shows how the model is trained using Logistic Regression 

 
Figure 4. Confusion metrics applied after training and testing of the model by using Logistic 
Regression Algorithm 

 
Figure 5. Confusion Matrix with their values 

A confusion matrix is a table that is often used to describe the performance of a classification model 
(or "classifier") on a set of test data for which the true values are known. The classifier made a total 
of 569 predictions. So the model has been checked for accuracy with the help of a confusion matrix. 
The Figure 5 shows the 55 and 95 as the TRUE Values (and 10 and 11 as FALSE values) 
 
Accuracy = TP+TN/TOTAL  
Accuracy  = 55+95/171= 87 %  
 
Inaccuracy =FP+FN/TOTAL  
Inaccuracy = 11+10/171 = 13 %  
 

Logistic Regression Showed Accuracy: 87% 
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2.Support Vector Machine Algorithm (SVM) 

 
Figure 6 :Appllied SVM and created Model 

 
Figure 7. Model  trained using SVM 

 
Accuracy = TP+TN/TOTAL   
Accuracy = 59+100/171= 92.98 %  
 
Inaccuracy =FP+FN/TOTAL   
Inaccuracy = 1+11/171 = 7.02 % 

 

Support Vector Machine Algorithm (SVM) Showed Accuracy: 92.98 % 

 

3. K-Nearest Neighbour (KNN) 

 
Figure:8 Applied KNN and created Model 
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Figure 9. Accuracy of KNN 

 
Figure10. Choosing K Value for KNN 

 
Figure:11 For Plotting K value v/s Error Rate 

 
Graph 4: K value v/s Error Rate 
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Figure 12. Model trained using KNN 

 
K-Nearest Neighbour (KNN) Showed Accuracy: 91 % 
Comparisons of ML Algorithms used with Accuracy 

Table 1. Comparison of ML Algorithms used, with Accuracy 
Logistic 

Regression 

SVM KNN 

87% 92.98 % 

 
91% 

When researcher compared all three Model’s accuracy by using confusion matrix, it hasfound that 
the SVM is proved with highest accuracy 92.98 %. The next KNN found thesecond best with 91% 
accuracy and the third Logistic Regression with 87% accuracy. 
 
VI. FINDINGS 

1. It has been found that the Machine learning has played vital role in prediction breast cancer in 
early stage. 

2. The Logistic Regression proved with 87% accuracy. 
3. The SVM proved with 92.98 % accuracy.  
4. The KNN proved with91%accuracy. 
5. The SVM algorithm is proved best for this study due to highest accuracy among all three. 
6. While doing this project it seems that python and its libraries played vital roles in EDA, 

Visualization and creating ML Model. And also proved for predicting Breast cancer in early 
stage. 

It seems that for predicting the cancerouspatientmanually is very difficult and time consuming. 
Theabove research by using Machine Learningovercomes these problems due to speed andaccuracy. 
 
VII.SUGGESTION AND RECOMMENDATIONS 

It has been seen that the Machine Learning model seems to be best for predicting the early stage of 
cancer. So the researcher would suggest as further enhancement in present study with the 
implementation of best model (SVM) as live on website, so any doctor or patient can give the 
parameters of patients and check the early stage of cancer, and hence treatment can be commenced in 
advance to avoid death loss. 
 
VIII. CONCLUSION  

It seems that for predicting the cancerous patient manually is very difficult and time consuming. The 
above research by using Machine Learning overcomes these problems due to speed and accuracy. 
The above research has been proved how accurately the Machine learning model gives the accurate 
results. So this model can be used for early detection of cancerous patient and avoid the death of 
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patient and save the life of people. This study will help a lot to the doctors, patients and people for 
early diagnosis of cancer so it found to be beneficial to the society and hence it has been proved the 
significance of the study. 
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